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Abstract

The advent of high-performance networks in conjunction with low-cost, powerful computational engines
has made possible the development of a new set of technologies termed computational grids. These
technologies are making possible the creation of very large-scale distributed computing systems by
interconnecting geographically distributed computational resources via very high-performance networks.
This provides tremendous computational power that can be brought to bear on large-scale problems in
several domains, making feasible the development of high-performance distributed applications that, due to
the low bandwidth and best-effort nature of the Internet1 environment, were heretofore infeasible.

However, many problems remain before Grid computing can reach its full potential. One particularly
difficult issueisthat of utilizing fully the available bandwidth while being in some sense fair to competing
traffic flows. It has been widely demonstrated that TCP, the communication protocol of choice for most
distributed application, often performs quite poorly in the emerging high-bandwidth high-delay network
environments. This has led to significant research on the development of user-level applications that can
circumvent some of the performance problemsinherent in TCP.

In this paper, we discuss our work on developing an efficient, lightweight application-level communication
protocol for the high-bandwidth, high-delay network environments typical of computational grids. The goal
of this research is to provide congestion-control agorithms that allow the protocol to obtain a large
percentage of the underlying bandwidth when it is available, and to be responsive (and eventualy
proactive) to developing contention for system resources. One advantage of operating at the application
level is that a wealth of information related to the behavior and performance of the data transfer (from the
perspective of the application itself) can be collected and maintained (atask that is very difficult to perform
at the kernel level). We believe that such historical data can be leveraged by the congestion-control
mechanism to both improved performance and realize better utilization of system resources. This research
represents our initial attempt to develop such algorithms. Towards this end, we develop and evaluate two
application-level congestion-control algorithms, one of which incorporates historical knowledge and one
that only uses current information. We compare the performance of these two algorithms with respect to
each other and with respect to TCP.

1 Introduction

The national computational landscape is undergoing radical changes as a result of the introduction of
cutting-edge networking technology and the availability of powerful, low-cost computational engines. This
combination of technologies has led to an explosion of advanced high performance distributed applications
that, because of the limited bandwidth and best-effort nature of the Internetl environment, were heretofore
infeasible. Concurrently, research efforts have focused on the development of Grid computing, a
fundamentally new set of technologies that create large-scale distributed computing systems by
interconnecting geographically distributed computational resources via very high-performance networks.
The advanced applications being developed to execute in Grid environments include distributed
collaboration across the Access Grid, remote visualization of terabyte (and larger) scientific data sets,
large-scale scientific simulations, Internet telephony, and multimedia applications. The emerging Grid
technol ogies are becoming increasingly important to the national computational infrastructure, and research
projects aimed at supporting these new technologies are both critical and timely.

Arguably, Grid computing will reach its vast potential if, and only if, the underlying networking
infrastructure (both hardware and software) is able to transfer vast quantities of data across (perhaps) quite
long distances in a very efficient manner. Experience has shown, however, that advanced distributed
applications executing in existing large-scale computational Grids are often able to obtain only a very small
fraction of the available underlying bandwidth [8, 13-15, 20, 35, 36] . The reason for such poor



performance is that the Transmission Control Protocol (TCP) [34], the communication mechanism of
choice for most distributed applications, was not designed and is not well suited for a high-bandwidth,
high-delay network environment [8, 13, 14, 16, 20, 32, 33, 35, 36, 40]. Thisissue has led to research aimed
at improving the performance of the TCP protocol itself in this network environment [1, 4, 18, 28, 31, 32],
as well as developing application-level techniques that can circumvent the performance problems inherent
within the protocol [14-16, 25, 26, 30, 33, 35, 36]

Despite al of the research activity undertaken in this area, significant problems remain in terms of
obtaining available bandwidth while being in some sense fair to competing flows. While TCP is able to
detect and respond to network congestion, its very aggressive congestion-control mechanisms result in poor
bandwidth utilization even when the network is lightly loaded. User-level protocols such as GridFTP [2],
RUDP [26, 30], and previous versions of FOBS [13, 15] are able to obtain a very large percentage of the
available bandwidth. However, these approaches rely on the characteristics of the network to provide
congestion control (that is, they generally assume there is no contention in the network). Another approach
(taken by SABUL [36]) is to provide an application-level congestion-control mechanism that is closely
aligned with that of TCP (i.e. using the same control-feedback interval of a single round trip time).

We are attempting to approach the problem from a somewhat different perspective. Rather than attempting
to control the behavior of the protocol on a time scale measured in milliseconds, we are interested in
developing approaches that can operate on a much larger time scale while still providing very effective
congestion control. We believe the best way to achieve this goal is to use the historical information that is
available to the application to help drive the congestion-control algorithms. The work presented in this
paper isaimed at showing that our approach is both feasible and useful.

The rest of the paper is organized as follows. In Section 2, we provide a brief overview of the components
of the FOBS data transfer system. In Section 3, we discuss the design of two user-level congestion control
algorithms. In Section 4, we discuss the design of the experiments developed to evaluate the performance
of our control mechanisms and to compare their performance with that of TCP. in Section 5, we discuss the
results of these experiments. We discuss related work in Section 6, and provide our conclusions and future
research directionsin Section 7.

2. FOBS

FOBS isasimple, user-level communication mechanism designed for large-scale data transfers in the high-
bandwidth, high-delay network environment typical of computational Grids. It uses UDP as the data
transport protocol, and provides reliability through an application-level acknowledgment and
retransmission mechanism. Experimental results have shown that FOBS performs extremely well in a
computational Grid environment, consistently obtaining on the order of 90% of the available bandwidth
across both short- and long-haul network connections [13-15, 39]. Thus FOBS addresses quite well the
issue of obtaining a large percentage of the available bandwidth in a Grid environment. However, FOBS is
in-and-of-itself a very aggressive transport mechanism that does not adapt to changes in the state of the
end-to-end system. Thus to make FOBS useful in a general Grid environment we must develop congestion
control mechanisms that are responsive to changes in system conditions while maintaining the ability to
fully leverage the underlying high-bandwidth network environment.

2.1 Rate-Controlled FOBS

Rate-Controlled FOBS (RCF) is implemented on top of the FOBS data transfer engine. There is a simple
control agent residing at both communications endpoints that controls the activity of the data transfer
engine. Currently, these agents have functionality limited to carrying out the basic congestion control
algorithms, but we are currently devel oping more sophisticated functionality. The data transfer engine itself
is (at least conceptually) reasonably simple. While it is beyond the scope of this paper to discuss in detail
the implementation of FOBS and the technical issues addressed (the interested reader is directed to [12-15]
for such adiscussion), it is worthwhile to briefly discuss the implementation of the reliability mechanism.



FOBS employs a simple acknowledgment and retransmission mechanism. The file to be transferred is
divided into data units we call chunks, and data is read from the disk, transferred to the receiver, and
written to disk in units of a chunk. Currently chunks are 100 MBs, this humber being chosen based on
extensive experimentation. Each chunk is subdivided into segments, and the segments are further divided
into packets. Packets are 1,470 bytes (within the MTU of most transmission mediums), and a segment
consists of 10,000 packets. The receiver maintains a bitmap for each segment in the current chunk
depicting the received/not-received status of each packet in the segment. A 10,000-packet segment requires
a bitmap of 1,250 bytes, which will aso fit in a data packet within the MTU of most transmission media.
These bitmaps are sent from the data receiver to the data sender at intervals dictated by the protocol, and
trigger (at atime determined by the congestion/control flow algorithm) a retransmission of the lost packets.
The data to be transferred uses UDP sockets and the bitmaps are sent on TCP sockets.

There are two advantages of using this approach. First, such segmentation of the data de-couples the size of
the acknowledgment packet from the size of the chunk. That is, if the bitmaps are pegged to the chunk size,
the size of the bitmaps would increase linearly with the size of the chunk. Given a chunk size of 100 MBs,
the corresponding bitmaps would be on the order of 8,700 bytes. While the issue can certainly be mitigated
to some extent by using negative acknowledgments, it is not difficult to imagine that it may still require
bitmaps of a size larger than the MTU. This makes it more difficult to deliver the feedback in a timely
fashion (it would have to be fragmented along the way), which could have a very detrimental impact on
performance.

Perhaps more importantly, these bitmaps provide a precise and detailed picture of the packet-loss patterns
caused by the current state of the end-to-end system. We term these bitmaps packet-loss signatures, and
preliminary research suggests that as the events that drive packet loss change the packet-loss signatures
themselves also change. Currently, the packet-loss signatures are fed to a visualization system as the
transfer is taking place, and we are attempting to develop an understanding of these signatures. The goal is
to incorporate information gleaned from these bitmaps to help guide the congestion-control mechanisms.

3 Congestion-Control Algorithms

We are interested in evaluating approaches to congestion control that operate under a different set of
assumptions than current techniques. One issue in which we are interested is whether the feedback-control
interval must be pegged to roundtrip times in order to provide effective congestion control and ensure
fairness. This approach is problematic for two reasons. First, a small spike in packet loss may well
represent an event that has dissipated by the time the sender is even aware of its occurrence. Thus the
congestion control mechanism may be reacting to past events that will not re-occur in the immediate future.
Secondly, such an approach can become unstable. That is, the algorithm can get into cycles of increasing
the sending-rate due to low packet loss, followed by a spike in packet-loss due to the increased rate,
followed by aggressively backing off in reaction to increased loss. For these reasons, we believe it is
important to explore alternative approaches.

We have developed and tested two alternative approaches to congestion control, one where the feedback-
control interval is significantly lengthened and the increase/decrease parameters for the send-rate are linear.
This approach incorporates historical knowledge into the design of the algorithm. The other approach is
state-based, where the behavior of the algorithm depends only upon the current state and the current
feedback.

It is important to note the way in which historical knowledge is incorporated into the first protocol. In
particular, the algorithm was developed based on empirical observations made during the development and
testing of the FOBS system. Thus the historical patterns were deduced by the researchers, and deducing
such information from statistical measures of protocol behavior is of course significantly more complex.
However, it does point to the fact that historical information can be important. One observation was that
once the protocol found a sending rate that resulted in negligible packet loss, it could remain at that rate for
a reasonably long period of time (which in general was longer than it took to successfully transfer one
complete chunk of data). Another observation was that once such arate was established, the best approach
was to stay at that rate. That is, there appeared to be an “optimal” sending rate such that being more



aggressive tended to result in non-proportional increases in packet loss, and becoming less aggressive did
not result in a meaningful decrease in packet loss. Finaly, given a current “optimal” sending rate S, it was
observed that the next such sending rate was quite often close to S. Such characteristics were not observed
on al connections all the time. However, it was a pattern that emerged frequently enough to be noticed.

3.1 Using Historical Knowledge

These observations were incorporated into the protocol in the following ways. First, the feedback-control
interval was extended to the time required to successfully transfer one complete chunk of data. The mean
loss rate for an entire chunk was calculated once the data had been successfully transferred, and if this rate
exceeded a threshold value the send-rate was decreased. The threshold value was 2 of 1%, and the
decrease parameter was a constant 5 Mbs on a 100 Mbs link and 50 Mbs on Gigabit connection. This slow
decrease in the send rate is clearly not appropriate when the current conditions are causing massive packet
loss and a reduction in sending rate (or severa reductions) does not have a significant impact on the loss
rate. We are investigating techniques to detect such conditions and respond by either raising the decrease
parameter or perhaps by switching to another protocol.

The increase parameter for this approach was also linear, but the algorithm does not necessarily increase
the sending rate each time the loss-rate falls (or remains) below the current threshold value. Rather, the
protocol keepstrack of the current rate, the number of times the sending rate has been incremented from the
current rate, and the number of times such an increase has resulted in a significant increase in packet loss.
Based on this sample, the probability that increasing the sending rate will result in increased packet lossis
computed, and the protocol then uses this probability to determine if the sending rate will be increased or
remain unchanged.

It is important to note that this protocol incorporates two different types of historical knowledge. One type
of knowledge was the empirical observations that suggested the basic framework of the algorithm. The
other source of knowledge was obtained by tracking the historical relationship between an increase in the
sending rate (from a given rate A to A + increase_amount) and an increase in the loss-rate. Thus the
protocol captured information obtained both within a given session and between multiple sessions.

3.2 State-Based Approach

We also investigated what may be termed a state-based approach, where decisions regarding the send rate
are based solely on the current state and current feedback information. We have developed such an
algorithm and have implemented three states thus far: Green, Yellow, and Red. These states represent
excellent, moderate, and poor system conditions respectively. Each state has its own minimum and
maximum sending rate, its own increase and decrease parameters, and its own set of conditions under
which it will change state. The feedback-control interval is the amount of time required to successfully
transfer one segment of data to increase the responsiveness of the protocol to current conditions. The
parameters are set such that the sending rate is incremented at a high rate when there is little packet loss
and decremented very quickly in the event of massive packet loss.

4 Experimental Design

Our experiments were conducted on links between Argonne National Laboratory and the Center for
Advanced Computing Resource (CACR), and links between Argonne National Laboratory and the
National Center for Supercomputing Applications (NCSA). The round trip time between ANL and CACR
(as measured by traceroute) was approximately 64 milliseconds, which we loosely categorize as a long-
haul connection. The round trip time between ANL and NCSA was on the order of eight milliseconds,
which we (again loosely) categorize as a short-haul connection. All of the links were connected through the
Abilene backbone network, and all hosts had a Gigabit Ethernet interface (although the number of routers
traversed before reaching Abilene was not clear).

Two hosts were tested within NCSA: one was a 64 processor SGI Origin 2000 running IRIX 6.5 (modi4),
and the other was a 64 hit IBM IntelliStation Z Pro 6894 workstation running Linux 2.4.16 (user0l).



User01 has an Intel 800MHz Itanium CPU (duel processor), and each processor of the SGI was a 195MHz
MIPs R10000. The host at CACR was a four-processor HP N4000 running HP-UX 11. At Argonne
National Laboratory, we ran our tests on a dual processor Intel i686 running Linux RedHat 6.1. All
experiments were conducted using a single processor.

We simulated the transfer of a 10-Gigabyte file from userO1, skinner, and modi4 to terra. That is, we
performed the number of iterations necessary to complete atransfer of that size but did not actually perform
the read from and write to disk (largely because of disk quotas on some hosts). We were unable to send in
the opposite direction because of firewalls at ANL. The tests were conducted during normal business hours
(for all hosts involved) to ensure there would be some contention for netwark and/or CPU resources. The
metrics of interest were the mean throughput and the overall loss percentage™

We were also interested in comparing the performance of our approach with that of TCP, and did conduct
experiments between these same links to capture this information. However, the results obtained with TCP
were extremely poor due to the small TCP buffer size on terra (64 KB) that could only be changed with
root permissions (which we did not have). These results will be provided, but we will also discuss results
obtained in previous experimentg 13-15] where the Large Window extensions for TCP were enabled.

5 Experimental Results

The results of these experiments are shown in Tables 1 — 3. The magjor difference between the two user-
level algorithms is the higher loss rate experienced by the state-based approach on the link between ANL
and CACR. This larger loss rate was a reflection the instability of the state-based approach on that
particular link when contention was present. The instability arose from the fact that the algorithm
immediately increases the sending rate whenever the loss rate fell (or remained) below the threshold value.
Thus it spent a significant amount of time oscillating between sending at the “optimal” rate (as discussed in
Section 3), and a rate that was not significantly higher but that resulted in significantly increased packet
loss nonetheless. This phenomenon was due to the fact that negligible packet loss was experienced on the
short-haul connections, and the algorithm thus rarely had to decrease the send rate.

Another interesting result was that FOBS was not able to obtain a very large percentage of a gigabit
connection across any of the connections. There were two primary factors contributing to this relatively
low utilization of network bandwidth. First, the communication endpoints were all shared by many users
that significantly reduced the number of CPU cycles dedicated to the transfer (at both the sending and
receiving endpoints). The throughput was much higher (on the order of 390 Mbs between ANL and the
hosts at NCSA) when the experiments were run late at night with little competition for CPU (or network)
cycles.

The second factor has to do with inefficiencies of the FOBS implementation. Currently, the select()
statement is used to determine those sockets ready for either sending or receiving. This is a very
heavyweight system call that is used repeatedly in the current implementation. A better approach would be
to use threads to determine when a socket becomes available, and we are currently implementing a multi-
threaded version of FOBS,

It is also quite clear that the application-level approach obtained performance significantly higher than that
obtained by TCP across all experiments with very little packet loss. As noted above, the primary reason for
TCP's very poor performance has to do with the very small TCP buffers available on terra (which has a
significant negative impact on TCP's performance). In previous experiments that we conducted [13-15],
using the same links but different hosts (that supported the Large Window extensions for TCP [28]), the
results were better. In particular, on the link between ANL and NCSA TCP obtained on the order of 90
Mbs, and obtained on the order of 50 Mbs on the link between ANL and CACR. However, even with
support for large buffer sizes, TCP's performance was significantly less than that obtained by FOBS.

! The loss percentage was cal culated as follows. Let N be the total number of packets that had to be sent
(assuming no packet loss), and let T be the total number of packets actually sent. Then the loss rate
R=(T-N)/ N.



6 Related Work

The work most closely related to our own are RUDP [26, 30] and SABUL[36], both of which have been
developed at the Electronics Visualization Laboratory at the University of Illinois Chicago. RUDP is
designed for dedicated networks (or networks with guaranteed bandwidth), making the issue of congestion
control largely irrelevant. However, since FOBS is designed to operate in a general Grid environment the
issues of congestion control must be addressed. SABUL does provide congestion control that uses a
feedback-control interval pegged to round trip times. We believe this interval is too small for large-scale
data transfers across high-performance networks, and the research presented in this paper is an attempt to
move away from such a model of congestion control.

Research related to application-level scheduling and adaptive applications is aso related (e.g. the Apples
project [3, 6, 7, 9, 17, 19, 37, 38] and the Grads project [5, 10, 11, 21, 23, 29]). This body of research is
focused on interactions between an application scheduler and a heavyweight Grid scheduler provided in
systems such as Globus [22] and Legion [24, 27]. FOBS on the other hand is a very lightweight
communication protocol that operates outside of the domain of such large systems. However, an interesting
extension of our work would be to modify FOBS such that it could interact with Grid-level schedulers to
negotiate access to system resources.

7 Conclusions and Future Research

In this paper, we described a lightweight application-level communication protocol for computational
Grids. The protocol is UDP-based, with a simple acknowledgment and re-transmission mechanism. We
discussed two different application-level congestion-control mechanisms, and showed that Rate-controlled
FOBS was able to significantly outperform TCP, across al connections tested, with very minimal packet
loss (especially when historical knowledge was incorporated into the algorithm).

There are many ways in which this research can be extended. The results provide herein suggest that
integrating historical knowledge into the congestion control mechanism can significantly enhance its
performance. This of course brings up the issue of how to automate the collection of historical data, which
data has the best chance of providing insight into future behavior, and how such data can be incorporated
into the control mechanisms. These are all issues we are currently pursuing.

Also, it isour goal to make FOBS a widely used transport protocol within computational Grids, and we are
therefore interested in making it more efficient, providing a sophisticated front end, and further developing
the visualization system. The visualization system is, in our view, important because it provides the user
with real-time feedback related to the state of the data transfer as well as pictures of the packet-loss
signatures. The goal is to use such information to develop a deeper understanding of the interaction
between the communication protocol and its surrounding execution environment.

To maximize the performance of FOBS on gigabit connections we are developing a multi-threaded version
of the protocol. Also, we are working on an implementation of FOBS for a cluster environment where the
sender and receiver are both implemented across multiple CPUs.

Throughput | Packet-loss Throughput | Packet-loss
Percentage Percentage
Historical 190 Mbs Negligible Historical 86 Mbs 0.59 %
Information Information
Current state . Current state
information 192 Mbs Negligible information
TCP 7.2 Mbs TCP




Table 1. This table shows the performance of
the different protocols on the link between

ANL and user01 at NCSA.

Throughput | Packet-loss
Percentage
Historical 161 Mbs Negligible
Information
Current state -
information 159 Mbs Negligible
6.5 Mbs
TCP

Table 3. This table shows the
performance of the different protocols
on thelink between ANL and modi4 at
NCSA.
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